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Abstract — This study investigates the challenge of data imbalance in stroke risk classification,
where the proportion of non-stroke cases is considerably smaller than that of stroke cases. Such
imbalance often causes bias toward the majority class, thereby reducing the reliability of
classification models. To address this issue, the Synthetic Minority Over-sampling Technique
(SMOTE) was utilized to generate synthetic data for the minority class, while the K-Nearest
Neighbor (KNN) algorithm was applied as the classification method. The research workflow
involved data preprocessing, application of SMOTE, model training, and performance evaluation
using widely recognized metrics including accuracy, precision, recall, and F1-score. Experimental
results show that integrating SMOTE with KNN improved classification performance, achieving
91.87% accuracy, 94.27% precision, 89.20% recall, and a 91.66% F1-score. These findings
demonstrate that the proposed approach is effective in handling class imbalance and provides
reliable detection of stroke risk. The contribution of this research lies in presenting a comparative
perspective on the role of SMOTE in medical datasets, while also emphasizing its potential to
support the development of more robust early detection systems and contribute to better healthcare
services in the future..
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Abstrak — Penelitian ini membahas masalah ketidakseimbangan data dalam klasifikasi risiko
stroke, di mana kasus non-stroke secara signifikan lebih rendah daripada kasus stroke.
Ketidakseimbangan kelas cenderung menimbulkan bias terhadap kelas mayoritas, yang
menyebabkan berkurangnya efektivitas klasifikasi. Untuk mengatasi hal ini, SMOTE (Synthetic
Minority Over-sampling Technique) digunakan untuk mengatasi ketidakseimbangan kelas dalam
dataset dan algoritma K-Nearest Neighbor (KNN) digunakan untuk klasifikasi. Dataset mengalami
preprocessing, aplikasi SMOTE, dan algoritma KNN dilatih dan dievaluasi menggunakan metrik
standar termasuk akurasi, presisi, recall, dan F1-score. Penerapan SMOTE bersama dengan KNN
menghasilkan peningkatan yang signifikan dalam hasil klasifikasi, mencapai akurasi 91,87%,
presisi 94,27%, recall 89,20%, dan F1-score 91,66%. Temuan ini menegaskan bahwa pendekatan
yang diimplementasikan berkinerja dengan baik dalam mendeteksi risiko stroke, meskipun set data
yang digunakan memiliki ketidaksimbangan data di dalamnya. Tujuan dari penelitian ini adalah
untuk menginformasikan kemajuan teknologi deteksi dini stroke yang lebih kuat dan mendukung
peningkatan dalam penyediaan layanan kesehatan.

Kata Kunci: KNN, Pembelajaran Mesin, Prediksi Stroke, SMOTE

I PENDAHULUAN

Penyakit stroke dapat terjadi yang disebabkan oleh masalah dalam peredarah darah di otak yang

mengakibatkan masalah pada jaringan otak. Sehingga penderita penyakit Stroke dapat mengalami kelumpuhan
dan defisit neurologis yang menyerang secara mendadak [3]. Stroke merupakan penyakit berbahaya yang bisa
menjangkit kapan saja dan mengakibatkan kerusakan pada otak dengan cepat dan progresif. Data kontrol atau
pemeriksaan ulang penderita stroke di Indonesia, ke fasilitas pelayanan yaitu rutin sebanyak 39,4%, tidak rutin
38,7%, tidak memeriksa ulang 21,9% [20].

Setiap tahunnya, stroke telah menyebabkan kecacatan bagi lebih dari 12 juta orang di dunia [1]. Stroke

terjadi ketika pembuluh darah tersumbat, mengganggu pasokan darah ke otak. Penyakit saraf ini termasuk yang
paling banyak ditemui dan dapat berakibat fatal, menyebabkan kecacatan permanen atau bahkan kematian [6].
Stroke telah menyebabkan 5,5 juta orang meninggal dari 13,7 juta kasus setiap tahunnya, Hal tersebut
menjadikan stroke termasuk dalam kategori penyakit mematikan di dunia. [5]. Berbagai aspek risiko seperti
hipertensi, diabetes, obesitas, dan gaya hidup tidak sehat turut berkontribusi terhadap peningkatan angka kejadian
stroke di berbagai negara [4].

Di Indonesia, stroke telah masuk dalam kategori penyakit yang mematikan. [27]. Menurut data pada tahun

2023 oleh Survei Kesehatan Indonesia (SKI) menunjukkan bahwa dari 1.000 penduduk Indonesia, kejadian
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stroke telah menggapai angka 8,3. Angka ini mengindikasikan tingginya tingkat kejadian stroke di kalangan
masyarakat, dengan tingkat kematian akibat stroke sebesar 18,5% dari total kematian [29]. Stroke adalah
penyakit catastrophic yang membebani sistem kesehatan dengan biaya tinggi. Pada tahun 2023, biaya
penanganan stroke diperkirakan mencapai Rp 5,2 triliun, menjadikannya penyakit dengan pembiayaan tertinggi
ketiga setelah kanker dan jantung. [30]. Pemerintah melalui Kementerian Kesehatan telah berupaya
meningkatkan deteksi dini penyakit ini, termasuk dengan meningkatkan skrining faktor risiko seperti hipertensi
dan diabetes. Namun, upaya ini masih memiliki berbagai keterbatasan seperti akses dan sumber daya terhadap
teknologi kesehatan yang memadai.

Stroke dapat menyerang ketika suplai darah ke otak mengalami gangguan secara tiba - tiba. Untuk
mencegah kecacatan dan kompilasi lebih lanjut, stroke memerlukan penanganan yang cepat dan tepat [20]. Untuk
mendukung hal tersebut, kemajuan teknologi kecerdasan buatan (Al) telah berhasil membuka peluang untuk
meningkatkan deteksi dini stroke [22]. Memanfaatkan sistem cerdas yang mempertimbangkan baik gejala
maupun tes diagnostik dapat sangat membantu dalam diagnosis dini dan pencegahan kondisi terkait jantung,
berpotensi menyelamatkan nyawa serta mengurangi beban pada sistem pelayanan kesehatan [2].

Dalam penelitian ini, masalah ketidakseimbangan kelas dalam dataset stroke diatasi dengan teknik
Synthetic Minority Over-sampling Technique (SMOTE). SMOTE merupakan teknik oversampling yang
digunakan untuk menyeimbangkan distribusi data pada kelas minoritas (kasus stroke) melalui proses interpolasi
linier antar titik data terdekat dalam ruang fitur, sehingga jumlah sampel kelas minoritas meningkat [10]. Dengan
cara ini, distribusi kelas menjadi lebih seimbang dan model klasifikasi dapat mengenali pola kelas minoritas
secara lebih efektif, meningkatkan kemampuan prediksi terhadap kasus stroke.

Selanjutnya, klasifikasi dilakukan menggunakan algoritma K-Nearest Neighbors (KNN), yang bekerja
dengan cara mengklasifikasikan data baru berdasarkan kesamaan fitur dengan sejumlah k-tetangga terdekat
dalam ruang fitur. Metode KNN dipilih karena kemampuannya dalam menangkap pola lokal dalam data melalui
perhitungan jarak Euclidean, yang efektif dalam mendeteksi pola penyakit. Penelitian sebelumnya menunjukkan
bahwa algoritma ini mencapai akurasi hingga 90% dalam deteksi penyakit jantung, dengan nilai k
yang optimal [1].

1. METODE

Alur dari penelitian ini meliputi beberapa hal seperti pengumpulan data, pengolahan data dan proses
evaluasi pada model.
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Gambar 1. Alur Penelitian

A. Pengumpulan Data

Dalam proses koleksi data, berbagai metode dapat diterapkan, seperti studi literatur dan ekstraksi
informasi dari berbagai referensi. Penggunaan dataset terhadap penelitian ini diperoleh dari dataset yang diunduh
melalui platform Kaggle. Dataset yang kami gunakan memiliki judul "Stroke Risk Dataset" dalam format csv
[31]. Dataset tersebut terdiri dari delapan belas atribut, sebagai berikut Chest Pain, Shortness of Breath, Irregular
Heartbeat, Fatigue and Weakness, Dizziness, Swelling (Edema), Pain in Neck/Jaw/Shoulder/Back,
Nausea/Vomiting, Chest Discomfort (Activity), Excessive Sweating, Persistent Cough, High Blood Pressure,
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Cold Hands/Feet, Snoring/Sleep Apnea, Anxiety/Feeling of Doom, Age, Stroke Risk (%), At Risk (Binary). Data
tersebut akan diolah untuk mendukung tujuan penelitian.

TABEL 1
ATRIBUT
No Atribut Penggunaan
1 Chest pain Riwayat nyeri dada
2 Shortness of breath Riwayat sesak napas
3 Irregular heartbeat Riwayat detak jantung tidak teratur
4 Fatigue and weakness Riwayat kelelahan dan kelemahan
5 Dizziness Riwayat pusing
6 Swelling (Edema) Riwayat pembengkakan (Edema)
7 Pain in Neck / Jaw / Riwayat nyeri pada leher, rahang, bahu, punggung
Shoulder / Back
8 Excessive Sweating Riwayat keringat berlebih
9 Persistent Cough Riwayat batuk terus-menerus
10  Nausea/Vomiting Riwayat mual / muntah
11  Chest Discomfort (Activity)  Riwayat rasa tidak nyaman pada dada saat beraktivitas
12 Snoring/Sleep Apnea Riwayat mendengkur saat tidur
13 Anxiety/Feeling of Doom Riwayat kecemasan
14 Cold Hands/Feet Riwayat tangan / kaki dingin
15  High Blood Pressure Riwayat tekanan darah tinggi
16  Age Umur subjek
17 Stroke Risk (%) Persentase resiko stroke pada subjek
18  AtRisk (Binary) Tingkat resiko (ya / tidak)

B. Pengolahan Data

Pada tahap pengolahan data, akan dilaksanakan kegiatan Preprocessing, dimana di dalam tahap
Preprocessing tersebut terdapat beberapa tahap di dalamnya, diantaranya Pembersihan Data (Data Cleaning),
Transformasi Data, Pengelompokan Data (Aggregation), Penyaringan Data (Filtering), dan Integrasi Data.

C. Implementasi Teknik SMOTE

SMOTE merupakan salah satu langkah oversampling yang digunakan untuk menyeimbangkan distribusi
data pada kelas minoritas [21]. Penting untuk dicatat bahwa dalam penelitian ini, teknik SMOTE diterapkan di
dalam setiap iterasi dari proses K-Fold Cross-Validation. Secara spesifik, SMOTE hanya diaplikasikan pada
bagian data yang berfungsi sebagai data latih (training set) pada fold tersebut. Langkah ini krusial untuk
mencegah kebocoran data (data leakage) dan memastikan bahwa data uji (validation set) pada setiap fold tetap
menjadi representasi data asli yang belum pernah dilihat oleh model. SMOTE memperluas dataset latih dengan
menganalisis dan mensintesis sampel baru untuk kelas minoritas. Operasi dari teknik SMOTE meliputi langkah-
langkah berikut ini:

1. Menentukan Tetangga Terdekat: Untuk setiap sampel pada kelas minoritas, dihitung jaraknya dengan
sampel minoritas lainnya untuk menemukan himpunan tetangga terdekatnya. Perhitungan jarak ini
menggunakan metrik jarak Euclidean, yang formulanya disajikan pada Persamaan (1).

d(x,y) = 2Ly (i — yi)? 1)
Keterangan:

e d(x,y) :Jarak Euclidean antara titik data p dan g.
e n:Jumlah fitur (dimensi) pada dataset.
e x; dany; : Nilai fitur ke-i dari titik data p dan q.
2. Menetapkan Tingkat Sampling: Menetapkan tingkat sampling berdasarkan rasio ketidakseimbangan
dan menentukan rasio sampling.

3. Membangkitkan Sampel Baru: Untuk setiap sampel kelas minoritas, dipilih sampel secara acak dari
tetangga terdekatnya dan dibangkitkan sampel baru (x_baru) sesuai dengan Persamaan (2) [12].

Xpary = X +rand. (x — x) (2)
Keterangan:
e x : Sampel dari kelas minoritas.
e X :Salah satu tetangga terdekat dari x yang dipilih acak.

e rand : Angka acak antara 0 dan 1.
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D. Permodelan K-Nearest Neighbor

Tahap pemodelan diawali dengan analisis pentingnya fitur menggunakan metode Information Gain.
Analisis ini bertujuan untuk memahami kontribusi informasi dari setiap fitur terhadap penentuan risiko stroke
dan mengidentifikasi fitur dengan daya prediksi tertinggi. Hasil analisis, yang disajikan pada Gambar 2,
menunjukkan bahwa fitur 'Usia’ (Age) memiliki nilai Information Gain paling signifikan. Meskipun demikian,
untuk membangun model yang komprehensif, seluruh 16 fitur tetap diikutsertakan dalam proses pemodelan.

Peringkat Pentingnya Fitur (Information Gain)

Age 0.2240

Chest Pain 0.0179

Excessive Sweating 0.0178
Snaring/Sleep Apnea 0.0163

High Blood Pressure 0.0162

Chest Discomfort (Activity) 0.0161

Dizziness 0.0158

Nausea/Vomiting 0.0155

Fitur

Swelling (Edema) 0.0152

Cold Hands/Feet 0.0150
Anxiety/Feeling of Doom 0.0143
Persistent Cough 0.0140

Irregular Heartbeat 0.0134

Fatigue & Weakness 0.0132

Pain in Neck/Jaw/Shoulder/Back 0.0131

Shortness of Breath 0.0120

. . - .
0.00 0.05 0.10 0.15 0.20
Skor Information Gain

Gambar 2. Peringkat Pentingnya Fitur (Information Gain)

Selanjutnya diterapkan algoritma K-Nearest Neighbor (KNN) untuk melakukan klasifikasi. Dalam
implementasi penelitian ini, model KNN dikonfigurasi dengan beberapa parameter spesifik untuk memastikan
transparansi dan reprodusibilitas. Nilai K atau jumlah tetangga terdekat ditetapkan sebesar 5, dan metrik jarak
yang digunakan adalah Jarak Euclidean, yang sesuai dengan parameter default 'minkowski' dengan p=2 pada
pustaka Scikit-learn. Rumus untuk metrik ini dinyatakan pada Persamaan (1). Selain itu, metode pembobotan
yang diterapkan adalah ‘uniform’, yang berarti setiap dari K tetangga terdekat memiliki pengaruh yang sama
dalam menentukan kelas data baru.

Parameter-parameter ini dipilih sebagai konfigurasi dasar yang umum digunakan. Dengan konfigurasi
tersebut, proses kerja algoritma dimulai dengan menghitung jarak antara data baru dan semua data dalam set
pelatihan untuk menemukan 5 tetangga terdekat, yang kemudian diikuti dengan penentuan kelas data baru
berdasarkan suara mayoritas dari kelima tetangga tersebut.

Jarak Euclidean adalah metrik jarak standar dan paling umum digunakan untuk data numerik kontinu.
Validasi penggunaannya dalam model KNN ini bersifat implisit: keberhasilan model KNN dalam menghasilkan
akurasi dan metrik evaluasi yang baik menunjukkan bahwa Jarak Euclidean merupakan pilihan metrik yang tepat
untuk mengukur "kedekatan" atau "kemiripan" antar data dalam dataset ini. Dalam rumus ini, jarak dihitung
sebagai akar kuadrat dari jumlah selisih nilai pada setiap atribut antara data uji dan data latih.

E. Evaluasi Model

Evaluasi kinerja model dilakukan dengan menggunakan serangkaian metrik standar yang dihitung dari
hasil Stratified K-Fold Cross-Validation. Karena proses validasi dilakukan sebanyak 5 kali (5-fold), metrik
performa akhir disajikan sebagai rata-rata (mean) dan standar deviasi (standard deviation) untuk memberikan
gambaran yang komprehensif dan andal mengenai kinerja model.

Metrik utama yang digunakan untuk evaluasi adalah Akurasi, Presisi, Recall, dan F1-Score. Penggunaan
rata-rata dari hasil 5-fold CV memberikan estimasi performa yang stabil, sementara standar deviasi menunjukkan
seberapa konsisten performa model pada subset data yang berbeda.

Selain metrik kuantitatif tersebut, confusion matrix agregat juga disajikan untuk memberikan gambaran
visual mengenai distribusi kesalahan prediksi secara keseluruhan. Matriks pada Gambar 3 merupakan hasil
penjumlahan nilai True Positive, True Negative, False Positive, dan False Negative dari kelima iterasi pengujian
dalam proses cross-validation.
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Perbandingan Confusion Matrix Agregat dari 5-Fold CV

CM Agregat - KNN Tanpa SMOTE CM Agregat - KNN Dengan SMOTE
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Gambar 3. Perbandingan confusion matrix

Dari matriks tersebut, dapat dianalisis secara lebih mendalam tipe kesalahan yang cenderung dibuat oleh
model, apakah itu False Positive (memprediksi pasien berisiko padahal sehat) atau False Negative (memprediksi
pasien sehat padahal berisiko).

F. Uji Signifikansi Statistik

Untuk memvalidasi apakah perbedaan kinerja antara model KNN dengan dan tanpa SMOTE bermakna
secara statistik, digunakan uji Wilcoxon signed-rank test. Uji non-parametrik ini dipilih karena sesuai untuk
membandingkan dua set skor berpasangan yang dihasilkan dari proses 5-fold cross-validation. Tingkat
signifikansi (alpha) ditetapkan sebesar 0.05. Sebuah p-value di bawah 0.05 akan dianggap menunjukkan adanya
perbedaan yang signifikan secara statistik antara kedua model.

1. HASIL DAN PEMBAHASAN

Tujuan bagian ini adalah menganalisa efektivitas SMOTE dalam meningkatkan kinerja algoritma KNN
dalam mendeteksi stroke. SMOTE bekerja dengan melakukan penyeimbangan terhadap Kketidakseimbangan
dataset. Pembahasan difokuskan pada perbandingan kinerja model sebelum dan setelah penerapan SMOTE.

A.  Pengumpulan Data

Tahap ini menjelaskan atribut-atribut dalam dataset yang digunakan penelitian. Proses pengumpulan data
ini diperlukan dalam memahami semua variabel beserta serta hubungan masing-masing variabel dengan kondisi
yang ingin diprediksi, yaitu risiko yang dihadapi oleh individu, apakah termasuk dalam kategori "At Risk™ atau
"Not At Risk". Pemahaman terhadap atribut yang tersedia akan membantu dalam menentukan variabel mana yang
memiliki peranan paling signifikan dalam membangun model Klasifikasi serta bagaimana atribut tersebut
mempengaruhi hasil klasifikasi yang dilakukan menggunakan algoritma KNN, termasuk penyeimbangan data
dengan metode SMOTE.

Berikut ini menyajikan sebagian dari dataset yang digunakan dalam penelitian ini. Setiap baris mewakili
satu individu dengan atribut-atribut kesehatan yang relevan, seperti "Chest Pain", ""Shortness of Breath", "Age",
dan "At Risk (Binary)". Data ini digunakan untuk membangun model klasifikasi yang memprediksi risiko stroke
berdasarkan berbagai faktor medis dan kondisi kesehatan individu.

TABEL 2.
SAMPEL DATA
No Chest Pain Shortness of .. Age At Risk (Binary)
Breath
0 0 1 54 1
1 0 0 49 0
2 1 0 62 1
3 1 0 48 1
4 0 0 61 1
5 1 1 34 0
6 0 1 74 1
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69997 1 1 49 0

69998 0 1 45 0
69999 0 1 74 1

B. Pembersihan Data

Pada tahap ini, dilakukan pemeriksaan menyeluruh terhadap dataset untuk memastikan integritas data
sebelum proses analisis lebih lanjut. Pemeriksaan meliputi identifikasi nilai yang hilang (missing values) serta
deteksi data duplikat pada seluruh fitur dalam dataset. Hasil pemeriksaan menunjukkan bahwa dataset yang
digunakan sudah lengkap, sehingga tidak ditemukan nilai yang hilang maupun data duplikat. Oleh karena itu,
proses imputasi data tidak diperlukan dalam penelitian ini.

Selain itu, dilakukan juga pemisahan fitur dan target dengan menghapus kolom yang tidak digunakan
sebagai prediktor, yaitu Stroke Risk (%) dan At Risk (Binary). Kolom Stroke Risk (%) merupakan variabel
numerik yang menjadi indikator resiko namun tidak relevan untuk input klasifikasi biner, sedangkan At Risk
(Binary) merupakan label target yang dipisahkan untuk keperluan pelatihan model.

Selanjutnya, untuk memastikan kualitas dan konsistensi analisis, dilakukan proses standardisasi pada
seluruh fitur. Proses standardisasi bertujuan untuk mengubah skala setiap fitur sehingga memiliki distribusi
dengan rata-rata (mean) O dan standar deviasi 1. Langkah ini sangat penting, terutama dalam penerapan algoritma
berbasis jarak seperti KNN, karena perbedaan skala antar fitur dapat menyebabkan bias dalam perhitungan jarak
antar data. Dengan demikian, proses standardisasi ini penting untuk meningkatkan performa model dalam
mengklasifikasikan data secara lebih akurat dan adil.

Sebagai tambahan, dilakukan visualisasi distribusi data sebelum dan sesudah standardisasi untuk
memastikan tidak ada outlier ekstrim yang dapat mempengaruhi hasil analisis. Seluruh proses pembersihan data
ini bertujuan untuk meminimalkan potensi bias dan memastikan bahwa data yang digunakan telah siap untuk
tahap pemodelan selanjutnya.

C. Transformasi Data

Dalam tahapan ini, transformasi data dilakukan untuk mempersiapkan dataset agar siap digunakan dalam
model klasifikasi. Langkah utamanya adalah standardisasi fitur menggunakan StandardScaler dari pustaka
Scikit-learn. Proses ini memastikan bahwa setiap fitur numerik disesuaikan skalanya, sehingga tidak ada satu
fitur pun yang mendominasi fitur lainnya, khususnya pada algoritma KNN yang kinerjanya sangat sensitif
terhadap variasi skala data.

Distribusi Fitur Sebelum Standardisasi Distribusi Fitur Setelah Standardisasi
Swelling (Edema) I _
Pain in Neck/Jaw/Shoulder/Back l _
5
Nausea/Vomiting I _
High Blood Pressure I | |
Chest Discomfort (Activity) l | |
Cold Hands/Feet ﬂ | ‘
- | |
Anxiety/Feeling of Doom [I | ‘
- — L 1 ———

@

20 40 60 80 =15 -1.0 -0.5 0.0 0.5
Nilai Fitur Nilai Terstandardisasi (Z-score)

-
o
n

Gambar 4. Perbandingan distribusi fitur

D. Penyeimbangan Data dengan SMOTE

Analisis awal pada dataset menunjukkan adanya ketidakseimbangan kelas yang signifikan, di mana
jumlah data untuk kelas mayoritas (‘At Risk") jauh lebih banyak daripada kelas minoritas (‘Not At Risk"). Kondisi
ini dapat menyebabkan model menjadi bias, terutama pada algoritma yang sensitif terhadap distribusi data seperti
KNN.
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Untuk mengatasi masalah ini, diterapkan teknik oversampling yaitu SMOTE (Synthetic Minority Over-
sampling Technique). Penting untuk dicatat bahwa SMOTE tidak diterapkan pada keseluruhan dataset di awal,
melainkan diintegrasikan ke dalam alur kerja K-Fold Cross-Validation menggunakan Pipeline.

Pada setiap dari 5 iterasi (fold) validasi silang, proses SMOTE diaplikasikan secara eksklusif hanya pada
data latih temporer untuk fold tersebut. Teknik ini menyeimbangkan kelas dengan membuat sampel sintetis baru
untuk kelas minoritas. Sementara itu, data uji untuk fold tersebut dibiarkan dalam kondisi aslinya (tidak
seimbang) untuk memastikan evaluasi model yang adil dan tidak bias. Pendekatan ini merupakan praktik terbaik
untuk mencegah kebocoran data (data leakage) dan memastikan validitas hasil evaluasi.

Perbandingan Distribusi Kelas Sebelum dan Sesudah Penerapan SMOTE
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Gambar 5. Grafik perbandingan data

Gambar 5 mengilustrasikan efek dari SMOTE. Grafik kiri menunjukkan distribusi kelas yang tidak
seimbang pada keseluruhan dataset awal. Grafik kanan menunjukkan distribusi kelas yang telah seimbang pada
sebuah set data latih yang representatif setelah SMOTE diterapkan, di mana jumlah sampel untuk kedua kelas
menjadi setara.

E. Evaluasi Model KNN dengan SMOTE

Evaluasi model KNN dengan penerapan SMOTE dilakukan pada tahap ini setelah pelatihan menggunakan
data seimbang. Pengukuran akurasi menjadi tahap pertama dalam proses evaluasi. Beberapa hal yang diuji antara
lain adalah precision, recall, dan F1-score. Evaluasi ini bertujuan menilai performa model pada proses
pengklasifikasian data yang telah diseimbangkan melalui metode SMOTE. serta untuk memastikan bahwa model
tidak terpengaruh oleh ketidakseimbangan kelas dalam dataset.

1. Akurasi: Mengukur prosentasi prediksi data benar dibandingkan dengan semua data yang diambil.

2. Precision dan Recall: Mengukur kemampuan model dalam mengidentifikasi kelas minoritas (kelas yang
lebih jarang), yang penting dalam masalah klasifikasi biner.

3. F1-Score: Menunjukkan grafik keseimbangan diantara precision dengan recall.

TABEL 3
HAsIL EVALUASI MODEL KNN DENGAN SMOTE
Metode Mean £ SD
Accuracy Precision Recall F1-Score
SMOTE + KNN 0.8916 + 0.0020 0.9316 + 0.0027 0.8990 + 0.0025 0.9150 + 0.0016

F. Evaluasi Model KNN tanpa SMOTE

Selanjutnya, dilakukan evaluasi terhadap model KNN tanpa SMOTE yang menggunakan dataset asli tanpa
penyeimbangan kelas. Evaluasi serupa dilakukan untuk mengukur kinerja model pada dataset yang tidak
diseimbangkan. Dengan membandingkan hasil ini dengan model KNN yang menggunakan SMOTE, kita dapat
mengukur seberapa besar pengaruh SMOTE terhadap kinerja model.
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TABEL 4
HASIL EVALUASI MODEL KNN TANPA SMOTE
Metode Mean * SD
Accuracy Precision Recall F1-Score
KNN 0.8917 + 0.0024 0.9059 + 0.0037 0.9298 + 0.0009 0.9177 +0.0017

G. Perbandingan Kinerja KNN dengan dan Tanpa SMOTE

Pada tahap ini, perbandingan dilakukan antara model KNN dengan SMOTE dan KNN tanpa SMOTE
berdasarkan metrik-metrik yang telah disebutkan sebelumnya. Pembandingan ini memberikan gambaran tentang
seberapa besar pengaruh teknik penyeimbangan kelas menggunakan SMOTE terhadap kinerja model KNN.

TABEL 5
HASIL PERBANDINGAN EVALUASI MODEL

Metode Mean + SD

Accuracy Precision Recall F1-Score
SMOTE + KNN 0.8916 + 0.0020 0.9316 + 0.0027  0.8990 + 0.0025 0.9150 + 0.0016
KNN 0.8917 + 0.0024 0.9059 +0.0037  0.9298 + 0.0009 0.9177 +0.0017

H. Analisis Hasil

Analisis perbandingan kinerja antara model KNN dengan dan tanpa SMOTE dievaluasi menggunakan 5-
fold cross-validation, dengan hasil disajikan pada Tabel 5. Poin utama dari analisis ini adalah, meskipun terdapat
sedikit perbedaan pada beberapa metrik, uji signifikansi statistik (Wilcoxon test) menunjukkan tidak ada
perbedaan kinerja yang signifikan secara statistik antara kedua model (semua p-value > 0.05).

Selain metrik evaluasi pada Tabel 5, analisis visual menggunakan kurva Receiver Operating
Characteristic (ROC) dan Precision-Recall (PR) juga dilakukan untuk mendapatkan pemahaman yang lebih
mendalam mengenai kinerja model di berbagai ambang batas klasifikasi.

Kurva ROC digunakan untuk mengevaluasi kemampuan diskriminatif sebuah model, yaitu sejauh mana
model dapat membedakan antara kelas positif ('At Risk’) dan kelas negatif (‘Not At Risk"). Hasil perbandingan
kurva ROC antara model dengan dan tanpa SMOTE disajikan pada Gambar 6.

Perbandingan Kurva ROC

1.0 ra
e
’
’
e
’
s
’
e
0.8 1 7
S
’
’
e
’
= Vi
S §ee
3 0.6 ,
= ’
I 4
T e
- ’
@ s
> R4
B ~
E 0.4 pdl
=
= s
e
’
4
s
’
e
0.2+ //
’
’
s
e
’r — Tanpa SMOTE (AUC = 0.95)
” === Dengan SMOTE (AUC = 0.96)
0.0 4 —— Acak
T T T T T T
0.0 0.2 0.4 0.6 0.8 10

False Positive Rate
Gambar 6.Perbandingan Kurva ROC

Dari gambar tersebut, terlihat bahwa kedua model menunjukkan performa yang sangat baik. Model tanpa
SMOTE menghasilkan nilai Area Under the Curve (AUC) sebesar 0.95, sedangkan model dengan SMOTE
mencapai AUC yang sedikit lebih tinggi, yaitu 0.96. Nilai AUC yang mendekati 1.0 mengindikasikan bahwa
kedua model memiliki kemampuan yang sangat kuat dalam memisahkan kelas. Peningkatan tipis pada model
dengan SMOTE menunjukkan bahwa penyeimbangan data memberikan sedikit keunggulan dalam hal
kemampuan diskriminasi secara keseluruhan.

Kurva Precision-Recall (PR) sangat informatif untuk dataset yang tidak seimbang karena berfokus pada
kinerja model terhadap kelas minoritas. Kurva ini memvisualisasikan trade-off antara presisi dan recall.
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Gambar 7. Perbandingan Kurva Precision-Recall

Berdasarkan Gambar 7, kedua model kembali menunjukkan kinerja yang sangat tinggi. Model tanpa
SMOTE mencatatkan nilai Average Precision (AP) sebesar 0.96, sementara model dengan SMOTE sedikit unggul
dengan AP sebesar 0.97. Nilai AP yang lebih tinggi pada model dengan SMOTE mengindikasikan bahwa model
tersebut mampu mempertahankan presisi yang tinggi bahkan saat berusaha mengidentifikasi sebagian besar
sampel kelas positif (recall tinggi). Hal ini memperkuat gagasan bahwa SMOTE membantu model menjadi lebih
andal dalam prediksi kelas positif, yang sangat penting dalam konteks medis. Analisis visual ini melengkapi
evaluasi numerik dan menunjukkan bahwa

1. Akurasi: Kinerja kedua model pada metrik akurasi hampir identik. Model tanpa SMOTE mencatatkan
rata-rata akurasi 0.8917 + 0.0024, sementara model dengan SMOTE sedikit lebih rendah di 0.8916 +
0.0020. Klaim peningkatan akurasi oleh SMOTE tidak terbukti dalam hasil ini.

2. Presisi: Model dengan SMOTE menunjukkan rata-rata presisi yang sedikit lebih tinggi (0.9316)
dibandingkan model tanpa SMOTE (0.9059). Ini mengindikasikan bahwa model dengan SMOTE
cenderung lebih akurat ketika memberikan prediksi positif, meskipun perbedaan ini tidak signifikan
secara statistik (p=0.0625).

3. Recall: Sebaliknya, model tanpa SMOTE unggul secara jelas dalam hal recall dengan skor 0.9298,
melampaui model dengan SMOTE yang hanya mencapai 0.8990. Ini menunjukkan bahwa model asli
lebih sensitif dan mampu mengidentifikasi lebih banyak kasus positif yang sebenarnya.

4. F1-Score: Dalam hal F1-score, model tanpa SMOTE mencatatkan skor yang sedikit lebih unggul
(0.9177) dibandingkan model dengan SMOTE (0.9150), menandakan keseimbangan harmonis antara
presisi dan recall yang sedikit lebih baik.

Secara keseluruhan, meskipun SMOTE berhasil sedikit meningkatkan presisi, hal ini tidak cukup untuk
memberikan keunggulan yang signifikan secara statistik dan justru mengorbankan sedikit kemampuan recall.
Dalam konteks deteksi medis di mana sensitivitas (recall) untuk menemukan semua kasus positif sangat krusial,
model tanpa SMOTE menunjukkan profil kinerja yang sedikit lebih unggul dan lebih disarankan.

V. SIMPULAN

Berdasarkan hasil analisis dan uji signifikansi, disimpulkan bahwa penerapan SMOTE tidak efektif dalam
meningkatkan performa model KNN secara signifikan pada dataset ini. Meskipun SMOTE sedikit meningkatkan
presisi, hal ini diiringi dengan penurunan recall dan tidak terbukti signifikan secara statistik (p > 0.05).

Temuan ini menyoroti bahwa SMOTE, meskipun merupakan teknik yang populer, tidak selalu menjamin
peningkatan kinerja dan efektivitasnya sangat bergantung pada karakteristik dataset. Mengingat tidak adanya
bukti peningkatan yang signifikan dan adanya penurunan pada metrik recall yang krusial untuk deteksi medis,
model KNN tanpa SMOTE dapat dianggap sebagai model yang lebih efisien dan memadai untuk kasus ini.
Penelitian ini menggarisbawahi pentingnya validasi statistik dalam menentukan dampak sebenarnya dari teknik
penyeimbangan data.
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