A Comparative Study of MobileNet Architecture Optimizer for Crowd Prediction
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Abstract – Artificial intelligence technology has grown quickly in recent years. Convolutional neural network (CNN) technology has also been developed as a result of these developments. However, because convolutional neural networks entail several calculations and the optimization of numerous matrices, their application necessitates the utilization of appropriate technology, such as GPUs or other accelerators. Applying transfer learning techniques is one way to get around this resource barrier. MobileNet is an example of a lightweight convolutional neural network architecture that is appropriate for transfer learning. The objective of the research is to compare the performance of SGD and Adam using the MobileNetv2 convolutional neural network architecture. Model training uses a learning rate of 0.0001, batch size of 32, and binary cross-entropy as the loss function. The training process is carried out for 100 epochs with the application of early stop and patience for 10 epochs. Result of this research is both models using Adam’s optimizer and SGD show good capability in crowd classification. However, the model with the SGD optimizer has a slightly superior performance even with less accuracy than model with Adam optimizer. Which is model with Adam has accuracy 96%, while the model with SGD has 95% accuracy. This is because in the graphical results model with the SGD optimizer shows better stability than the model with the Adam optimizer. The loss graph and accuracy graph of the SGD model are more consistent and tend to experience lower fluctuations than the Adam model.
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I. INTRODUCTION

Artificial intelligence technology has grown quickly in recent years due to reasons like the advent of the Internet, big data, the Internet of Things (IoT), and powerful processing power [1][2]. Convolutional neural network (CNN) technology, which is beneficial for tasks involving images like classifying and segmenting images, has also been developed as a result of these developments [3][4]. However, because convolutional neural networks entail several calculations and the optimization of numerous matrices, their application necessitates the utilization of appropriate technology, such as GPUs or other accelerators [5][6][7].

Applying transfer learning techniques is one way to get around this resource barrier [8][9][10]. These methods reduce the requirement for significant processing resources by solving new problems using pre-trained neural network models. Because it was previously trained using the ImageNet dataset, which contains approximately 1.2 million photos with 1,000 categories [11], VGG, ResNet, and MobileNet are the example of transfer learning architecture. Among these options, VGG and ResNet stand out for their elevated complexity, owing to their extensive layer structures[12][13]. The primary benefit of utilizing VGG and ResNet lies in their capability to abstract features at a profound level. however, this comes at the cost of increased computational demands[13]. On the other hand, MobileNet represents a more lightweight architectural approach with fewer layers that is designed for mobile and embedded vision applications[14]. Despite its reduced complexity when compared to VGG and ResNet, MobileNet remains adept at delivering valuable feature representations for a diverse array of transfer learning tasks, characterized by a heightened level of efficiency[15][16].

The purpose of this research is to implement a lightweight transfer learning architecture, MobileNet, to compare two optimization methods Adam and SGD. Optimization plays a key role in the training process of neural networks, and various types of optimization algorithms have been developed, including Adam (Adaptive Moment Estimation), SGD (Stochastic Gradient Descent), as well as RMSprop (Root Mean Square Propagation), and Adagrad (Adaptive Gradient).

The objective of the research is to compare the performance of SGD and Adam using the MobileNetv2 convolutional neural network architecture. Optimization plays an important role in the neural network training process, and several types of optimizers have been developed, including Adam (Adaptive Moment Estimation), SGD (Stochastic Gradient Descent), RMSprop (Root Mean Square Propagation), and Adagrad (Adaptive Gradient) [17][18][19]. Adam and SGD were chosen as optimization methods because SGD is effective, interpretable, and simple[20]. While Adam optimizer more complex but can automatically adapt the learning rate for each parameter[21]. Both optimizers have their unique advantages that can be compared in the transfer learning process.

II. RELATED RESEARCH

Optimizer comparisons have been carried out in several previous studies, including research conducted by Poojary et al. In this study, Adam, SGD, and RMSprop optimizers were compared using the Kaggle Cat vs. Dog dataset with InceptionV3 and ResNet50 architectures. The results of this study show that the SGD optimizer has slightly better performance compared to Adam and RMSprop on both architectures used. In addition, the SGD performance graph also shows better stability compared to the other two optimizers on the dataset[22]. Another study was conducted by Solanke et al. The study compared Adam, Adadelta, Adagrad, and RMSprop optimizers on the NSL-KDD dataset. The average results found in this study were Adam with accuracy 0.999, RMSprop with accuracy 0.98, Adagrad with accuracy 0.91, and Adadelta with accuracy 0.93[23]. In addition,
research conducted by Lydia et al. also compares optimizers Adagrad, Adadelta, RMSprop, Adam, and SGD on different datasets, such as Coil-100, Caltech-101, and MNIST, using artificial neural networks. The results showed that the Adagrad optimizer achieved excellent accuracy on all three datasets, 0.9999 on Coil-100, 0.9986 on Caltech-101, and 0.9329 on MNIST[24].

The research studies described above compare various types of commonly used optimizers intending to find out which optimizer is most effective for a particular dataset or method. This is because each dataset and technique have unique characteristics, which can produce different comparison results. Based on this, this research compares two optimizers, Adam and SGD, on a crowd prediction dataset using transfer learning.

III. RESEARCH METHOD

A. Dataset
This research uses the Crowd Human dataset, an open-source accessible collection of crowd photographs in a variety of positions, settings, and sizes [25][26]. This dataset has 15,000 images overall.

B. Dataset Preprocessing

The process for preparing the dataset for model training, as depicted in Figures 2, involves several steps. First, the images in the dataset are cropped to highlight the significant areas of each image and categorized into two classes: Crowd and Non-Crowd. Next, the cropped images are resized to a uniform size of 224 by 224 pixels, which is the input format required for MobileNetV2. Lastly, the pixel intensity data of each image is normalized, converting the values to a range between 0 and 1. This normalization step ensures consistency and better performance during the model training stage.

The research begins by undertaking the dataset preparation stage, illustrated in Figure 1. Following this, the data from the dataset goes through a preprocessing stage to make it suitable for model training. Once the preprocessing is complete, the data is partitioned into three sets: training, validation, and testing. In the training process, the model learns from the training set, and its performance is assessed using various evaluation metrics, including a loss graph, accuracy graph, confusion matrix, and classification report. These evaluation metrics provide valuable insights into the model's effectiveness and its ability to correctly classify and predict outcomes.
C. Splitting data

As seen in Figure 3, this study uses only 30% of the entire available dataset, which consists of 5500 images. This dataset is divided into two classes, 2250 images for the crowd class and 2250 images for the non-crowd class. Furthermore, the dataset was divided into three parts, with a proportion of 70% each for training data (3850 images), 15% for validation data (825 images), and 15% for testing data (825 images).

D. Modeling MobileNetv2

In this study, the convolutional neural network model used is MobileNetv2. This model has an initial full convolution layer with 32 filters, followed by 19 residual bottleneck layers [27]. These layers will be "frozen", meaning that their weights will not be updated during model training. This is because in the original dataset, ImageNet has been trained with the same knowledge of images of people. Furthermore, three training layers are added underneath as can be seen in Figure 4.

The flatten layer, dense layer, and final dense layer are the added layers as shown in Figure 3. There are 512 and 1 neuron in the dense layer and the final layer, respectively. The ReLu (Rectified Linear Unit) activation function, which aids in overcoming the disappear gradient issue and enhancing training effectiveness, is also used in the dense layer [28]. To avoid overfitting, L2 kernel regulation is also applied to the dense layer. The flatten layer is used to create a one-dimensional vector from the output of the previous layer [29][30]. The final dense layer is to digest data and investigate more intricate patterns from the preceding layer [31][32]. In the final dense sigmoid is used. Sigmoid is an activation function designed for binary classification tasks. Its primary purpose is to transform the model's output into a probability value ranging from 0 to 1[33].

E. Optimizer

The optimizations used in this research are Sigmoid for final layer, Adam (Adaptive Moment Estimation) and SGD (Stochastic Gradient Descent).

1. Adam (Adaptive Moment Estimation)

Adam is a stepwise optimization algorithm on a random objective function that uses adaptive learning rates for each parameter. Adam combines the first and second moments of the gradients to update the parameters [34]. The formula of Adam algorithm shown in equation (1), (2), (3), (4), and (5).

\[
\begin{align*}
m_1 &= \beta_1 m + (1 - \beta_1) \times \text{gradient} \\
m_2 &= \beta_2 m + (1 - \beta_2) \times \text{gradient} \\
m_1' &= m_1 / (1 - \beta_1^t) \\
m_2' &= m_2 / (1 - \beta_2^t) \\
p &= \frac{p - lr \times m_1'}{(\sqrt{m_2'} + \epsilon)}
\end{align*}
\]

Where \( m \) is the momentum, \( \beta \) is the recurrence parameter, \( \text{gradient} \) is the gradient of the loss function for the parameter, \( p \) is the parameter, \( t \) is the iteration, \( lr \) is the learning rate, and \( \epsilon \) is a small number to avoid division by zero.

2. SGD (Stochastic Gradient Descent)

SGD is a simple algorithm that updates the parameters in the direction of the negative gradient of the loss function, making it computationally efficient[35]. The formula of SGD algorithm shown equation (6).

\[
p = \text{parameter} - \text{learning rate} \times \text{gradient}
\]

Where \( \text{gradient} \) is the gradient of the loss function for the parameter.

F. Evaluation

In this study, an evaluation was conducted on two models using Adam's and SGD optimizer. Evaluation is done by comparing several metrics, such as loss graph and accuracy graph to monitor changes in model performance during training. Confusion matrix to measure the performance of the model in performing classification and classification report to summarize the classification evaluation metrics, including precision, and recall for each target class.
IV. RESULT AND DISCUSSION

A. Implementation

Implementation is done by training the MobileNetV2 model using the provided dataset. The model training uses a learning rate of 0.0001, batch size of 32, and binary cross-entropy as the loss function. The training process is carried out for 100 epochs with the application of early stop and patience for 10 epochs.

The training results show that the model with Adam's optimizer at the 58th epoch, has achieved the best performance on the validation data, and there is no significant improvement afterward. The training was stopped using early stop after reaching 58 epochs out of a total of 100 predefined epochs. Meanwhile, in the model training with the SGD optimizer, the learning process continued until it reached the 100th epoch without an early stop.

B. Evaluation

From Figure 5 (a and b), it can be seen that the loss (train loss and val loss) values in both models decrease with the epoch. However, there is a difference in pattern and stability between the models with Adam's optimizer and SGD. The model with the Adam optimizer initially experiences a sharp decrease in loss value, but then becomes more stable, and the train loss and val loss converge on the graph. This shows that the model got no significant difference between the prediction results on training data and validation data after a few epochs. Meanwhile, the model with the SGD optimizer continues to decrease the loss value until it reaches the last epoch. This indicates that the model with the SGD optimizer has the potential to continue to improve the prediction results on the validation data, but has not yet reached optimal performance at the end of training.

From Figure 5 (c and d), both models have improved accuracy on the training data and validation data. However, there is a difference in stability in the accuracy graph between the models with Adam's optimizer and SGD. The model with Adam's optimizer shows an unstable accuracy graph, fluctuations in accuracy occur in both training data and validation data. This indicates that the model may have difficulty achieving consistency in prediction on both types of data. Meanwhile, the model with the SGD optimizer shows a more stable accuracy graph on both training and validation data. The accuracy graphs on both types of data tend to rise consistently during training. This indicates that the model with the SGD optimizer has more consistent predictions and maintains a stable level of accuracy throughout the training process.

Based on Figure 6, both models have almost the same accuracy, because the confusion matrix results from both show insignificant similarities. The model with Adam's optimizer has a True Positive of 317, False Positive of 9, False Negative of 13, and True Negative of 336. While the model with SGD has a True Positive of 315, False Positive of 15, False Negative of 15, and True Negative of 330. Both models are able to detect target classes (True Positive) and non-target classes (True Negative) well, and have little error in predicting target classes as non-targets (False Negative) and predicting non-target classes as targets (False Positive).

<table>
<thead>
<tr>
<th>Optimizer</th>
<th>Classes</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adam</td>
<td>Crowd</td>
<td>0.97</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Non-Crowd</td>
<td>0.96</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>SGD</td>
<td>Crowd</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Non-Crowd</td>
<td>0.95</td>
<td>0.95</td>
<td></td>
</tr>
</tbody>
</table>

Based on Table 1 indicate that both models perform well. The model with Adam has a small advantage in accuracy with 96%, while the model with SGD achieves 95% accuracy.
However, the precision and recall values for both classes show almost the same and high level, close to 0.96. Despite the small difference in accuracy, the evaluation shows that both perform well in predicting the target class and classifying between crowd and non-crowd accurately.

C. Analysis
In the Adam optimizer, the loss graph decreased dramatically at the beginning of training, but then showed instability, and then stopped at epoch 58 out of 100 because the model performance did not change significantly in the last 10 epochs. On the other hand, the SGD optimizer showed a slowly decreasing loss graph, showed better stability in finding the global minimum of the loss function, and the training lasted until it reached epoch 100.

The training graph shows that the model with the SGD algorithm has much higher stability compared to the model using Adam's algorithm, indicating that the SGD model can learn the patterns in the dataset well. Meanwhile, the model with Adam's algorithm faces difficulties in learning patterns from the dataset.

The differences in the loss and accuracy graphs are caused by several factors. First, Adam's optimizer has an adaptive method to adjust the learning rate based on the difference in the calculation of the moments of the gradient which causes a large change in the model parameters at the beginning of training, thus causing instability[36]. Meanwhile, the SGD optimizer that uses a constant learning rate tends to be more stable in finding the global minimum of the loss function[37].

In addition, the crowd dataset has a lot of noise due to the width of the area. SGD optimization is favored because SGD is more resilient to noise in the data as it applies sample-based (stochastic) updates at each step. This helps the model bypass bad local minima and get a better solution overall[38]. On the other hand, Adam's optimization uses exponential momentum and can be more sensitive to noise in the data, which might lead to larger fluctuations in the optimization steps[39].

V. CONCLUSION
Based on the evaluation, both models using Adam's optimizer and SGD show good capability in crowd classification in a simple MobileNetv2 architecture in the given dataset. But the model with SGD optimizer is better than Adam. Their performance can be observed through the classification report and confusion matrix. However, the model with the SGD optimizer has a slightly superior performance even with less accuracy than model with Adam optimizer. Which is 95% and 96%. This is because in the graphical results, model with the SGD optimizer shows better stability than the model with the Adam optimizer. The loss graph and accuracy graph of the SGD model are more consistent and tend to experience lower fluctuations than the Adam model.

For further research, the use of the Adam optimizer on noisy dataset can be optimized by making some adjustments to the parameters. For example, the addition of dropout layers and additional dense layers can help reduce overfitting and improve model generalization. In addition, experiments with different learning rates and batch sizes should also be considered to find a better combination for the dataset used. This approach will help in improving the model performance with Adam's optimizer and produce better results in crowd classification tasks.
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